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A B S T R A C T

A hybrid systems framework is presented for the analysis and optimal control of an electric vehicle equipped with a seamless dual stage planetary transmission. A feature of special interest is that, due to the perpetual connectedness of the motor to the wheels via the seamless transmission, the mechanical degree of freedom changes during the transition period. These circumstances where autonomous and controlled state jumps at the switching instants are accompanied by changes in the dimension of the state space are reflected in the definition of hybrid systems and the corresponding statement of the Hybrid Minimum Principle (HMP). Furthermore, the state-dependent motor torque constraints which impose mixed input-state constraints are converted to state-independent input constraints via a change of variables and the introduction of auxiliary discrete states. Optimal control problems for the minimization of acceleration duration and the minimization of energy consumption for the acceleration task are formulated within the presented framework and simulation results are presented for the optimal control inputs and the optimal gear changing instants for reaching the speed of 100 km/hr from the stationary initial condition. A phenomenon of note that appears in the dynamical evolution of the vehicle is the presence of power regeneration as a part of the acceleration task for the minimization of the energy consumption.
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1. Introduction

The Minimum Principle (MP), also called the Maximum Principle in the pioneering work of Pontryagin et al. [1], is a milestone of systems and control theory that led to the emergence of optimal control as a distinct field of research. This principle states that any optimal control along with the optimal state trajectory must solve a two-point boundary value problem in the form of an extended Hamiltonian canonical system, as well as an extremization condition of the Hamiltonian function. Whether the extreme value is maximum or minimum depends on the sign convention used for the Hamiltonian definition. The generalization of the Minimum Principle for hybrid systems, i.e. control systems with both continuous and discrete states and dynamics, results in the Hybrid Minimum Principle (HMP) (see e.g. [2–14]). The HMP gives necessary conditions for the optimality of the trajectory and the control inputs of a given hybrid system with fixed initial conditions and a sequence of autonomous and controlled switchings. These conditions are expressed in terms of the minimization of the distinct Hamiltonians indexed by the discrete state sequence of the hybrid trajectory. A feature of special interest is the boundary conditions on the adjoint processes and the Hamiltonian functions at autonomous and controlled
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switching times and states; these boundary conditions may be viewed as a generalization of the optimal control case of the Weierstrass–Erdmann conditions of the calculus of variations [15].

The goal of this paper is to present a hybrid systems formulation of an electric vehicle equipped with a dual-stage planetary transmission presented in [16,17] and employ hybrid optimal control theory to find the optimal inputs for the gear changing problem for electric vehicles. The seamless dual brake transmission under study is designed particularly for electric vehicles in order to reduce the size of the electric motor and provide an appropriate balance between efficiency and dynamic performance (see [16–18] and the references therein for more discussion about industrial motivations for the particular design). Due to the special structure of the transmission under study, the mechanical degree of freedom and therefore, the dimension of the (continuous) state space of the system depend on the status of the transmission, i.e. whether a gear number is fixed or the system is undergoing a transition between the two gears. Therefore, the modelling of the powertrain requires the consideration of autonomous and controlled state jumps accompanied by changes in the dimension of the state space.

These characteristics are reflected in the definition of hybrid systems in Section 2 and Appendix A, where a general class of nonlinear systems on Euclidean spaces are considered whose dimensions depend upon their corresponding discrete states, and where autonomous and controlled switchings and jumps between different state spaces are allowed at the switching states and times. A general class of optimal control problems associated with the presented hybrid systems framework is introduced with a large range of running, terminal and switching costs. Other hybrid optimal control frameworks presented in the rich literature on hybrid optimal control theory (see e.g. [2–10,19–26]) may be obtained via variations and specializations of the framework presented here. In Section 3, the statement of the Hybrid Minimum Principle for the class of hybrid optimal control problems under study is presented. Distinctive aspects of the HMP presented here in comparison with other versions of the HMP are the presence of state dependent switching costs, the possibility of state space dimension change, and the existence of low dimensional switching manifolds.

In Section 4 we extend the formulation presented in [18] for the dynamics and energy consumption of gear-equipped electric vehicles by the inclusion of the transmission dynamics, considering the model of a seamless dual brake transmission reported in [16,17]. After presenting the Kinematic relations in the driveline, the dynamics of the powertrain is derived from the Principle of Virtual Work and the generalized Euler–Lagrange equation. In order to avoid state-dependent input constraints imposed by the maximum torque and maximum power constraints of the electric motor (see also Fig. 2) the state-dependent input constraints are converted to state-independent constraints via a change of variables and the introduction of auxiliary discrete states. The corresponding hybrid systems formulation which is an extension of [27] is presented in Section 5.

In Section 6 the hybrid optimal control problem is considered to be the minimization of the time required for reaching the speed of 100 km/h from the stationary state (see also [27]). In Section 7 a similar manoeuvre is considered but, in contrast, the minimization of the energy consumption is studied for performing the same task on a longer time horizon. The Hybrid Minimum Principle is employed to find the optimal control inputs and optimal switching instants for both problems and simulation results are presented. A phenomenon of note that appears in the dynamical evolution of the vehicle in the energy optimal mode is the presence of power regeneration as a part of the optimal control for the acceleration task.

2. Hybrid optimal control problems

Informally speaking, a hybrid system is a control system whose state is composed of both discrete state components \( q \in Q \), and continuous state components \( x \in \mathbb{R}^{n_q} \), and whose input is composed of both discrete input components \( \sigma \in \Sigma \), and continuous input components \( u \in U_q \), for which the evolution of the continuous state \([\text{component}]\) is governed by a set of controlled vector fields \( f_q \in F \), in the form of

\[
\dot{x}_q (t) = f_q (x_q (t), u_q (t)) , \quad \text{a.e.} \quad t \in [t_i, t_{i+1}) ,
\]

subject to initial and boundary conditions

\[
x_q (t_0) = x_0 ,
\]

\[
x_q (t_j) = \xi_{\sigma_{j-1} q} (x_{q-1} (t_j-)) \equiv \xi_{\sigma_{j-1} q} \left( \lim_{t \uparrow t_j} x_{q-1} (t) \right) ,
\]

where \( 0 \leq i \leq L , 1 \leq j \leq L , t_{j+1} = t_j < \infty \), and at the switching instants \( t_j \), the updates in the discrete state \([\text{component}]\) are governed by a finite automata \( A \) and its corresponding transition map \( I \). Switchings are referred to as autonomous switchings if they are constrained upon transversal arrival of the continuous state trajectory on a switching manifold described locally by

\[
m_{q,r} = \{ x \in \mathbb{R}^{n_q} : m_{q,r}^1 (x) = 0 \wedge \ldots \wedge m_{q,r}^k (x) = 0 \} ,
\]

where \( m_{q,r} \in M_q , q \in Q , r \in A (q, \sigma) , \sigma \in \Sigma , \) and \( 1 \leq k \leq n_q \). Controlled switchings, in contrast, are direct results of the (hybrid) input command. The overall hybrid dynamics can be described in a hybrid automata diagram as illustrated in Fig. 3 for an electric vehicle equipped with a dual planetary transmission studied in this paper.
The objective of the associated hybrid optimal control problem is to find hybrid input(s) \( l_t \) to infimize a hybrid performance measure in the form of

\[
J \left( t_0, t_f, h_0, L; l_t \right) := \sum_{i=0}^{s} \int_{t_i}^{t_{i+1}} l_q \left( x_{q_i} \left( s \right), u \left( s \right) \right) ds + \sum_{j=1}^{s} c_{q_{q_i-1}q_j} \left( t_j, x_{q_{q_i-1}q_j} \left( t_j \right) \right) + g \left( x_{q_l} \left( t_j \right) \right).
\]  

(5)

A formal definition together with the underlying assumptions is presented in Appendix A.

### 3. Hybrid minimum principle

**Theorem** ([28]). Consider the hybrid system \( \mathbb{H} \) subject to assumptions A0–A2 (in Appendix A), and the HOCP (A.3) for the hybrid performance function (5). Define the family of system Hamiltonians by

\[
H_q \left( x_q, \lambda_{q,0}, \lambda_q, u_q, t \right) = \lambda_{q,0} l_q \left( x_q, u_q, t \right) + \lambda_q^T f_q \left( x_q, u_q, t \right),
\]  

(6)

for \( x_q \in \mathbb{R}^{n_q}, \lambda_{q,0} \in \mathbb{R}, \lambda_q \in \mathbb{R}^{n_q}, u_q \in U_q, q \in Q \). Then for the optimal switching sequence \( q^o \) and along the optimal trajectory \( x^o \) there exists constants \( \lambda_{q_i,0}^o \geq 0 \) and adjoint processes \( \lambda_q^o \) such that \( \left[ \lambda_{q_i,0}^o, \lambda_q^o \right] \neq 0 \), and \( x_{q_i}^o \) and \( \lambda_{q_i}^o \) satisfy the following extended Hamiltonian canonical system

\[
\dot{x}_{q_i}^o \left( t_{j-} \right) = \frac{\partial H_{q_i}^o}{\partial x_{q_i}} \left( x_{q_i}^o \left( t_{j-} \right), \lambda_{q_i,0}^o, \lambda_{q_i}^o, u_{q_i}^o, t \right),
\]  

(7)

\[
\dot{\lambda}_{q_i}^o \left( t_{j-} \right) = -\frac{\partial H_{q_i}^o}{\partial x_{q_i}} \left( x_{q_i}^o \left( t_{j-} \right), \lambda_{q_i,0}^o, \lambda_{q_i}^o, u_{q_i}^o, t \right),
\]  

(8)

almost everywhere \( t \in [t_0, t_f] \) with

\[
x_{q_{j-1}}^o \left( t_{j-} \right) = m_j \left\{ x \in \mathbb{R}^{n_{q_{j-1}}} \mapsto m_{q_{j-1}q_j}^1 \left( x \right) = 0 \land \cdots \land m_{q_{j-1}q_j}^{k_j} \left( x \right) = 0 \right\},
\]  

(9)

\[
x_{q_{j}}^o \left( t_{j} \right) = \xi_{q_j} \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right),
\]  

(10)

\[
x_{q_{j}}^o \left( t_{j} \right) \in m_j \left\{ x \in \mathbb{R}^{n_{q_{j}}} \mapsto m_{q_{j} q_{j+1}}^{k_j+1} \left( x \right) = 0 \land \cdots \land m_{q_{j} q_{j+1}}^{k_j} \left( x \right) = 0 \right\},
\]  

(11)

\[
\lambda_{q_{j+1}}^o \left( t_{j} \right) = \nabla g \left( x_{q_{j+1}}^o \left( t_{j} \right) \right) + \sum_{i=1}^{k_{j+1}} p_{j+1}^i \nabla m_{j+1}^i \left( x_{q_{j+1}}^o \left( t_{j} \right) \right),
\]  

(12)

\[
\lambda_{q_{j-1}}^o \left( t_{j-} \right) \equiv \lambda_{q_{j-1}}^o \left( t_{j-} \right) = \nabla \xi_{q_j} \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right) + \nabla c_{q_j} \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right) + \sum_{i=1}^{k_j} p_j^i \nabla m_{j+1}^i \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right),
\]  

(13)

where \( m_j = \emptyset \) and \( p_j^i = 0 \) when \( t_j \) indicates the time of a controlled switching and \( p_j^i \in \mathbb{R} \) when \( t_j \) indicates the time of an autonomous switching.

Moreover,

\[
H_{q_i}^o \left( x_{q_i}^o, \lambda_{q_i,0}^o, \lambda_{q_i}^o, u_{q_i}^o, t \right) \leq H_{q_i}^o \left( x_{q_i}^o, \lambda_{q_i,0}^o, \lambda_{q_i}^o, u, t \right).
\]  

(15)

for all \( u \in U_{q_i} \), that is to say the Hamiltonian is minimized with respect to the control input, and at a switching time \( t_j \) the Hamiltonian satisfies

\[
H_{q_{j-1}} \left( x_{q_{j-1}}, \lambda_{q_{j-1},0}^o, \lambda_{q_{j-1}}^o, u_{q_{j-1}}^o, t_{j-1} \right) = H_{q_j} \left( x_{q_j}^o, \lambda_{q_j,0}^o, \lambda_{q_j}^o, u_{q_j}^o, t_{j+} \right) + \frac{\partial c}{\partial t} \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right) + \sum_{i=1}^{k_j} \frac{\partial m_j^i}{\partial t} \left( x_{q_{j-1}}^o \left( t_{j-} \right) \right),
\]  

(16)

where for the time invariant case, Eq. (16) becomes

\[
H_{q_{j-1}} \left( x^o, \lambda_{0}^o, \lambda^o, u^o \right)|_{t_{j-}} = H_{q_{j-1}}^o \left( t_j \right) = H_{q_j}^o \left( t_j \right) \equiv H_{q_j}^o \left( x^o, \lambda_{0}^o, \lambda^o, u^o \right)|_{t_{j+}}.
\]  

(17)
For hybrid optimal control problems in which $t_f$ is not fixed (i.e. not a priori specified), then

$$H_{qf} \left( x_q^0, \lambda_{0,q}^0, \lambda_q^0, u_q^0 \right) |_{t_f} = 0, \quad (18)$$

where for the time invariant case becomes

$$H_{qf} \left( x_q^0, \lambda_{0,q}^0, \lambda_q^0, u_q^0 \right) |_{t_f} = 0. \quad (19)$$

We note that the gradient of the state transition jump map $\nabla \xi_{\eta_j}$ is not necessarily square due to the possibility of changes in the state dimension, but the boundary conditions (14) are well-defined for hybrid optimal control problems satisfying $A_0$–$A_2$ (in Appendix A).

The scalar $\lambda_{q_i,0}^0(t)$ is usually referred to as the abnormal multiplier (for more discussion about abnormality, see e.g. [29–31]) where it is zero for abnormal problems i.e. $\lambda_{q_i,0}^0(t) \equiv 0$, $0 \leq i \leq L$ (and therefore $\lambda_q^0(t) \neq 0$), and for normal problems, including the examples discussed in Sections 6 and 7, it is nonzero and therefore scalable to identity, i.e. $\lambda_{q_i,0}^0(t) \equiv 1$.

4. Electric vehicle with a dual-planetary transmission

The schematic view of the driveline of the electric vehicle under study is illustrated in Fig. 1. The power produced by the electric motor is transmitted to the wheels via a dual-stage planetary gear set with common ring and common sun gears, explained in more detail in [16,17]. The general configuration of the transmission mechanism has two degrees of freedom, providing different paths for the power flow. Brakes on the common sun gears and the common ring gears direct the power flow by locking the gears and eliminating their corresponding degree of freedom.

4.1. Driveline kinematics

With the consideration of the longitudinal coordinate $z$ of a car moving on a road with an a priori known grading $\gamma(z)$, and assuming the zero-slippage condition on the wheels, the rotation angle of the wheel $\theta_W$ is related to $z$ via

$$r_w \left( \theta_W - \theta_{W,0} \right) = z - z_0, \quad (20)$$

where $r_w$ is the wheel radius and $\theta_{W,0}$ and $z_0$ are the initial values for $\theta_W$ and $z$ respectively. Without loss of generality, it is assumed that the car’s initial position is zero, i.e. $z_0 = 0$ and also the initial angles in the transmission are zero, i.e. $\theta_{W,0} = \theta_{S,0} = \theta_{R,0} = \theta_{C,0} = \theta_{P,0} = 0$, for simplicity of the notation. Taking the angle of the common sun gears $\theta_S$ and the angle of the common ring gears $\theta_R$ as the generalized coordinates of the system, other angles
Table 1
Values of the system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>1000</td>
<td>kg</td>
<td>l_s</td>
<td>0.0015</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.2</td>
<td>m(^3)/kg</td>
<td>l_R</td>
<td>0.009</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( A_f )</td>
<td>2</td>
<td>m(^2)</td>
<td>l_{c-in}</td>
<td>0.0014</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( C_e )</td>
<td>0.3</td>
<td></td>
<td>l_{c-out}</td>
<td>0.1</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( C_t )</td>
<td>0.02</td>
<td></td>
<td>l_{p,in}</td>
<td>6.08 \times 10^{-6}</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( g )</td>
<td>9.81</td>
<td>m/s</td>
<td>l_{p,out}</td>
<td>3.12 \times 10^{-5}</td>
<td>kg m^2</td>
</tr>
<tr>
<td>( i_{yd} )</td>
<td>12</td>
<td></td>
<td>m_{p,in}</td>
<td>0.0512</td>
<td>kg</td>
</tr>
<tr>
<td>( C_R )</td>
<td>0.001</td>
<td>m/s rad</td>
<td>m_{p,out}</td>
<td>0.12113</td>
<td>kg</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.014</td>
<td>m/s rad</td>
<td>r_{s,in}</td>
<td>0.03</td>
<td>m</td>
</tr>
<tr>
<td>( T_g )</td>
<td>-0.05</td>
<td>N m</td>
<td>r_{s,out}</td>
<td>0.015</td>
<td>m</td>
</tr>
<tr>
<td>( T_R )</td>
<td>-0.05</td>
<td>N m</td>
<td>r_{k,in}</td>
<td>0.06</td>
<td>m</td>
</tr>
<tr>
<td>( l_{T,p} )</td>
<td>0.1443</td>
<td>m</td>
<td>r_{k,out}</td>
<td>0.06</td>
<td>m</td>
</tr>
<tr>
<td>( l_{T,w} )</td>
<td>1.014</td>
<td></td>
<td>r_{p,in}</td>
<td>0.015</td>
<td>m</td>
</tr>
<tr>
<td>( l_{T} )</td>
<td>-0.889</td>
<td>( \frac{1}{2} )</td>
<td>( r_{p,out} )</td>
<td>0.0225</td>
<td>m</td>
</tr>
<tr>
<td>( L_w )</td>
<td>6.884</td>
<td>N m</td>
<td>r_{W}</td>
<td>0.3</td>
<td>m</td>
</tr>
</tbody>
</table>

of the components of the dual-stage planetary gear set as well as the car position are determined by the following kinematic relations (see also [16,17,27] for more detail):

\[ \theta_{M} = \theta_{C,in} = \frac{1}{R_1 + 1} \theta_5 + \frac{R_1}{R_1 + 1} \theta_R, \]  
(21)

\[ \theta_{C,out} = \frac{1}{R_2 + 1} \theta_5 + \frac{R_2}{R_2 + 1} \theta_R, \]  
(22)

\[ z = \frac{r_w}{l_{yd}} \theta_{C,out} = \frac{r_w}{l_{yd} (R_2 + 1)} \theta_5 + \frac{r_w R_2}{l_{yd} (R_2 + 1)} \theta_R, \]  
(23)

\[ \theta_{P,in} = \frac{-1}{R_1 - 1} \theta_5 + \frac{R_1}{R_1 - 1} \theta_R, \]  
(24)

\[ \theta_{P,out} = \frac{-1}{R_2 - 1} \theta_5 + \frac{R_2}{R_2 - 1} \theta_R, \]  
(25)

where \( \theta_M \) is the angle of the electric motor's rotor, \( \theta_{C,in} \) and \( \theta_{C,out} \) are respectively the angles of input and output carriers and, \( \theta_{P,in} \) and \( \theta_{P,out} \) are the angles of the planet gears connected to the input and output carriers respectively. In the above equations, \( l_{yd} \) is the gear ratio of differential and

\[ R_2 := \frac{r_{k,out}}{r_{s,out}} > R_1 := \frac{r_{k,in}}{r_{s,in}} > 1, \]  
(26)

holds with \( r_{s,in}, r_{s,out} \) denoting the pitch radii of the sun gears in the input and output stages (see also Fig. 1), and \( r_{k,in}, r_{k,out} \) denoting the pitch radii of the ring gears in the input and output stages respectively, whose values are presented in Table 1 (see also [16,17,27]).

It is worth noting that the time derivatives of the above angles, i.e. \( \dot{\nu} := \dot{z} \) and \( \omega_M := \dot{\theta}_M \), etc. can be related to \( \omega_S := \dot{\theta}_5 \), \( \omega_R := \dot{\theta}_R \) via the time differentiation of the above equations. In particular, in the first gear where the common ring gear is held fixed, i.e. \( \omega_R = 0 \), the time derivatives of (21) and (22) defines the first gear ratio of the transmission as

\[ GR_1 := \left. \frac{\partial \omega_{C,in}}{\partial \omega_{C,out}} \right|_{\omega_R=0} = \frac{R_2 + 1}{R_1 + 1}. \]  
(27)

Similarly, the second gear corresponds to the configuration where the sun gear is locked, i.e. \( \omega_S = 0 \), and therefore

\[ GR_2 := \left. \frac{\partial \omega_{C,in}}{\partial \omega_{C,out}} \right|_{\omega_S=0} = \frac{(R_2 + 1) R_1}{(R_1 + 1) R_2}. \]  
(28)

4.2. Dynamics of the powertrain

By the Principle of Virtual Work, the continuous evolution of the system is governed by the generalized Euler–Lagrange equation, i.e.

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = D_i, \]  
(29)
where \( q \) represents the \( i \)th component of the generalized coordinate, \( L = T - V \) is the Lagrangian and \( D_i \) is the resultant of the generalized dissipative and driving forces acting on the generalized coordinate component \( q_i \) (see e.g. [32,33] for more discussion). In this paper \( q = [q_1, q_2]^T = [\theta_3, \theta_R]^T \) is selected as the generalized coordinates for the general configuration of the transmission (i.e. during the gear transition process) and \( q = z \) is selected as the generalized coordinate for fixed configurations (i.e. the first and the second gears). The Kinetic Energy \( T \) of the system is written as

\[
T = \frac{1}{2}\left( m\dot{v}^2 + J_W \omega_W^2 + J_M \omega_M^2 + J_S \omega_S^2 + J_R \omega_R^2 + J_{p, in} \omega_{p, in}^2 + J_{p, out} \omega_{p, out}^2 \right),
\]

where \( m \) is the total mass of the vehicle, \( J_W = 4I_W + I_{ shaft} + i_{\theta}^2 \left( I_{c, out} + 4m_{p, out} r_{c, out}^2 \right) \), is the equivalent inertia of the elements directly connected to the wheels, \( J_M = I_M + I_{ c, in} + 4m_{p, in} r_{c, in}^2 \), is the equivalent inertia of the elements directly connected to the electric motor, \( J_S \) and \( J_R \) are respectively the inertia of the sun and the ring gears, and \( J_{p, in} = 4I_{p, in} \) and \( J_{p, out} = 4I_{p, out} \) are the total inertia of the input and output planetary sets respectively. The potential energy \( V \) consists only of the gravitational energy which is equivalent to

\[
V = mg \Delta h = mg \int_{z_0}^{z} \sin \gamma (z) \, dz. \tag{31}
\]

The virtual work of the generalized forces (see e.g. [32,33]) consists of the virtual work of the driving motor torque \( T_M \) and the brake torques \( T_{BS} \) and \( T_{BR} \) acting on the common sun and common ring gears respectively, the friction forces \( D_S \) and \( D_R \) acting on the sun and ring gears as well as the resistance force \( F_R \) on the displacement of the vehicle, described by the following variational equation

\[
\delta W = \Sigma D_i \delta q_i = T_M \delta \theta_M + (T_{BS} + F_S) \delta \theta_S + (T_{BR} + F_R) \delta \theta_R + F_R \delta z,
\]

where \( F_R = -\frac{1}{2} \rho C_d A_f v^2 - mg C_r \cos \gamma (z) \) is the sum of the aerodynamic and rolling resistance forces and \( F_S = -C_s \omega_S - T_S \sin (\omega_S) \) and \( F_R = -C_R \omega_R - T_R \sin (\omega_R) \) are the sum of viscous and Coulomb frictions on the sun and ring gears. The dynamics in the first gear (\( \omega_R = 0 \)) is derived in Appendix B.1 as

\[
m_1^e \ddot{v} + mg \sin \gamma (z) = \frac{i_{ld} (R_2 + 1)}{r_W (R_1 + 1)} T_M - \frac{i_{ld} (R_2 + 1)}{r_W} T_{Sf} - \frac{i_{ld}^2 (R_2 + 1)^2}{r_W^2} C_S v - \frac{1}{2} \rho C_d A_f v^2 - mg C_r \cos \gamma (z), \tag{33}
\]

where \( m_1^e := m \left( 1 + \frac{J_W}{m v_W} + \left( \frac{J_M}{(R_1 + 1)^2} + J_S + \frac{J_{p, in}}{(R_1 - 1)^2} + \frac{J_{p, out}}{(R_2 - 1)^2} \right) \frac{r_W^2 (R_2 + 1)^2}{m_W^2} \right) \) is the equivalent mass in the first gear. The dynamics in the second gear (\( \omega_R = 0 \)) is also found to be

\[
m_2^e \ddot{v} - mg \sin \gamma (z) = \frac{i_{ld} (R_2 + 1) R_1}{r_W (R_1 + 1) R_2} T_M - \frac{i_{ld} (R_2 + 1)}{r_W R_2} T_{Sf} - \frac{i_{ld}^2 (R_2 + 1)^2}{r_W^2 R_2^2} C_R v - \frac{1}{2} \rho C_d A_f v^2 - mg C_r \cos \gamma (z), \tag{34}
\]

where \( m_2^e := m \left( 1 + \frac{J_W}{m v_W} + \left( \frac{J_M}{(R_1 + 1)^2} + J_R + \frac{J_{p, in}}{(R_1 - 1)^2} + \frac{J_{p, out}}{(R_2 - 1)^2} \right) \frac{r_W^2 (R_2 + 1)^2}{m_W^2 R_2^2} \right) \). In general, the above equations are coupled to \( \dot{z} = v \) via the coupling term \( -mg \sin \gamma (z) \). However, if the road has a negligible slope, i.e. \( \sin \gamma (z) \approx 0 \), then velocity becomes decoupled from the position, which is the case in the problems studied in this paper. The dynamics of the powertrain during the transition period (\( \omega_S \neq 0 \) and \( \omega_R \neq 0 \)) is derived in Appendix B.2 as

\[
\dot{\omega}_S = -A_{SS} \omega_S + A_{SR} \omega_R - A_{SA} \left( \omega_S + R_2 \omega_R \right)^2 + B_{SS} T_{BS} - B_{SR} T_{BR} + B_{SM} T_M - D_S, \tag{35}
\]

\[
\dot{\omega}_R = A_{RS} \omega_S - A_{RR} \omega_R - A_{RA} \left( \omega_S + R_2 \omega_R \right)^2 - B_{RS} T_{BS} - B_{RR} T_{BR} + B_{RM} T_M - D_R, \tag{36}
\]

where the coefficients are introduced in Appendix B.2. We note that the brake torques \( T_{BS}, T_{BR} \) can only be resisting, i.e. \( T_{BS} \in [-|T_{BS}|_{max}, 0] \) and \( T_{BR} \in [-|T_{BR}|_{max}, 0] \).

### 4.3. Electric motor

The electric motor considered in this paper has specifications similar to the TM4 MOTIVE A® motor whose efficiency map \( \eta \left( T_M, \omega_M \right) \) is illustrated in Fig. 2 and whose torque is constrained as a function of speed by

\[
|T_M| \leq T_{M}^{\text{max}}, \tag{37}
\]

and

\[
|T_M \omega_M| \leq P_{M}^{\text{max}}, \tag{38}
\]

with \( T_{M}^{\text{max}} = 200 \text{ N m} \) and \( P_{M}^{\text{max}} = 80 \text{ kW} \). 

---

In order to avoid mixed state and input constraints like (38) we define a change of variable by the introduction of

\[ u_1 = \frac{T_M}{T_{\text{max}}}, \quad \omega_M < \omega^* \]  
\[ u_1 = \frac{T_M \omega_m}{P_{\text{max}}}, \quad \omega_M \geq \omega^* \]

with \( \omega^* = 400 \text{ rad/s} \). Thus the constraints (37) and (38) will both become \( u_1 \in [-1, 1] \) which lies within the assumption A0 requiring \( U \) to be an invariant compact set.

The electric power consumed or generated corresponding to a pair \((T_M, \omega_M)\) is calculated as

\[
P_b(T_M, \omega_M) = \begin{cases} 
T_M \cdot \omega_M \eta(T_M, \omega_M) & T_M \omega_M \geq 0 \\
T_M \cdot \omega_M \cdot \eta(T_M, \omega_M) & T_M \omega_M < 0 
\end{cases},
\]

where \( T_M \omega_M \geq 0 \) corresponds to power consumption, \( T_M \omega_M < 0 \) indicates regeneration of power, and \( \eta(T_M, \omega_M) \) is illustrated in Fig. 2.

In the analytical study of optimal control of electric vehicles (see e.g. [34, 35]), it is customary to consider the following expression for the consumption of battery power by the motor

\[
P_b(T_M, \omega_M) = L_{T\omega} T_M \omega_M + L_{IT} T^2_M + L_T T_M + L_o \omega_M,
\]

where the values of the parameters \( L_{T\omega}, L_{IT}, L_T, L_o \) for the efficiency map in Fig. 2 are given in Table 1.

5. Hybrid systems formulation of the powertrain

In order to present the system dynamics in the hybrid framework presented in Section 2 and Appendix A, the following discrete states are assigned to each continuous dynamics of the system to form the hybrid automata diagram in Fig. 3:

- **Discrete states \( q_1 \) and \( q_2 \):** We assign the discrete state \( q_1 \) to the torque constrained region of the first gear where the continuous state \( x := v \in \mathbb{R} \) is such that the corresponding motor speed \( \omega_M \) lies below \( \omega^* \) and therefore, the motor torque is constrained by the maximum torque value. The vector field corresponding to \( q_1 \) is determined from (33) and the input is normalized by (39), which results in

\[
\dot{x} = f_1(x, u) = -A_1 x^2 + B_1 u - C_1 x - D_1,
\]

where

\[
A_1 = \frac{\rho_0 C_d A_f}{2 m_1^2}, \quad B_1 = \frac{i_{id} G R_1 T_{\text{max}}^\text{max}}{m_1^2 r_w}, \quad C_1 = \frac{i_{id} (R_2 + 1)^2 C_f}{m_1^2 r_w^2}, \quad D_1 = \frac{mg C_r}{m_1^3}.
\]
where \( q \) is limited by the maximum torque to which we assign the discrete state \( q \). The vector field in this region is

\[
\dot{x} = f_2(x, u) = -A_2x^2 + B_2 \frac{u}{x} - C_2x - D_2,
\]

with

\[
A_2 = A_1, \quad B_2 = \frac{P_{\text{max}}}{M_1}, \quad C_2 = C_1, \quad D_2 = D_1.
\]

The switching manifolds \( m_{q_1q_2} \) and \( m_{q_2q_1} \) are represented by

\[
m_{q_1q_2}(x) = m_{q_2q_1}(x) \equiv x - \frac{\omega^* R_M}{l_0 G R_1} = 0.
\]

Discrete states \( q_3 \) and \( q_4 \): During the gear changing process, if the motor speed is lower than \( \omega^* \), the input torque is limited by the maximum torque to which we assign the discrete state \( q_3 \). The continuous state \( x = [\omega_M, \omega_R] \in \mathbb{R}^2 \) is governed by the powertrain dynamics (35) and (36), and by the normalization of the motor torque (39) and the brake torques \( u_2 := T_{RS}/|T_{RS}|_{\text{max}} \) and \( u_3 := T_{BR}/|T_{BR}|_{\text{max}} \), the vector field is described by

\[
\dot{x} = f_3(x, u),
\]

where

\[
\dot{x}_1 = f_3^{(1)}(x, u) = -A_{SS}x_1 + A_{SR}x_2 - A_{SA} (x_1 + R_2 x_2)^2 + B_{SM} |T_{SM}|_{\text{max}} u_1 + B_{SS} |T_{RS}|_{\text{max}} u_2 - B_{SR} |T_{BR}|_{\text{max}} u_3 - D_{SL},
\]

\[
\dot{x}_2 = f_3^{(2)}(x, u) = A_{RS}x_1 - A_{RR}x_2 - A_{RA} (x_1 + R_2 x_2)^2 + B_{RM} |T_{SM}|_{\text{max}} u_1 - B_{RS} |T_{RS}|_{\text{max}} u_2 - B_{RR} |T_{BR}|_{\text{max}} u_3 - D_{RL},
\]

and where \( u_1, u_2, u_3 \in [-1, 1] \) is the normalized motor torque in the torque constraint region, and \( u_2, u_3 \in [-1, 0] \) are respectively the normalized sun brake and the normalized ring brake torques.

We assign \( q_4 \) with \( x = [\omega_M, \omega_R] \in \mathbb{R}^2 \) to the dynamics in the power constraint region during the gear changing with the vector field

\[
\dot{x} = f_4(x, u),
\]

where

\[
\dot{x}_1 = f_4^{(1)}(x, u) = -A_{SS}x_1 + A_{SR}x_2 - A_{SA} (x_1 + R_2 x_2)^2 + B_{SM} |T_{SM}|_{\text{max}} u_1 + B_{SS} |T_{RS}|_{\text{max}} u_2 - B_{SR} |T_{BR}|_{\text{max}} u_3 - D_{SL},
\]

\[
\dot{x}_2 = f_4^{(2)}(x, u) = A_{RS}x_1 - A_{RR}x_2 - A_{RA} (x_1 + R_2 x_2)^2 + B_{RM} |T_{SM}|_{\text{max}} u_1 - B_{RS} |T_{RS}|_{\text{max}} u_2 - B_{RR} |T_{BR}|_{\text{max}} u_3 - D_{RL}.
\]
The jump map corresponding to the (controlled) transitions from \( q_1 \) to \( q_3 \) and from \( q_2 \) to \( q_4 \) are described by \( \xi_{q_1q_3} : \mathbb{R} \to \mathbb{R}^2 \) and \( \xi_{q_2q_4} : \mathbb{R} \to \mathbb{R}^2 \) in the form of

\[
\begin{align*}
    x(t_s) &= \xi_{q_1q_3}(x(t_s)) = \frac{i_{fd}(1 + R_2)}{r_W} \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] \, x(t_s), \\
    x(t_s) &= \xi_{q_2q_4}(x(t_s)) = \frac{i_{fd}(1 + R_2)}{r_W} \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] \, x(t_s).
\end{align*}
\]

(54)

(55)

Note, however, that the transitions back to \( q_1 \) from \( q_3 \) and to \( q_2 \) from \( q_4 \) are autonomous with the switching manifolds described by

\[
\begin{align*}
    m_{q_3q_1}(x) &\equiv x_2 = 0, \\
    m_{q_4q_2}(x) &\equiv x_2 = 0,
\end{align*}
\]

(56)

(57)
i.e. when the ring gear comes to a full stop. The autonomous transition between \( q_3 \) and \( q_4 \) is constrained to the switching manifold condition

\[
m_{q_3q_4}(x) = m_{q_4q_3}(x) \equiv x_1 + \frac{R_1 x_2}{R_1 + 1} - \omega^* = 0.
\]

(58)

with both jump transition maps \( \xi_{q_3q_4}, \xi_{q_4q_3} : \mathbb{R}^2 \to \mathbb{R}^2 \) being identity.

**Discrete states \( q_5 \) and \( q_6 \):** When the speed of the sun gear \( \omega_3 \) becomes zero the system switches to \( q_5 \) or \( q_6 \) (depending on the corresponding motor speed) with \( x = v \in \mathbb{R} \) where \( q_5 \) corresponds to the dynamics in the torque constraint region of the second gear and \( q_6 \) corresponds to the dynamics in the power constraint region of the second gear. The corresponding vector fields are described by

\[
\begin{align*}
    \dot{x} &= f_5(x, u) = -A_5 x^2 + B_5 u - C_5 x - D_5,
\end{align*}
\]

(59)

and

\[
\begin{align*}
    \dot{x} &= f_6(x, u) = -A_6 x^2 + B_6 u - C_6 x - D_6,
\end{align*}
\]

(60)

where

\[
A_5 = A_6 = \frac{\rho_0 C_0 A_f}{2 m_1}, \quad B_5 = \frac{i_{fd} G R_2 T_{m_2}^{max}}{m_2^2 r_W}, \quad B_6 = \frac{P_{m_2}^{max}}{m_2^2 r_W}, \quad C_5 = C_6 = \frac{i_{fd}^2 (R_2 + 1)^2 C_f}{m_2^2 r_W^2}, \quad D_5 = D_6 = \frac{mg C_f}{m_1}.
\]

(61)

The switching manifold corresponding to the transition from \( q_3 \) to \( q_5 \) and from \( q_4 \) to \( q_6 \) are described as

\[
\begin{align*}
    m_{q_3q_5}(x) &\equiv x_1 = 0, \\
    m_{q_4q_6}(x) &\equiv x_1 = 0,
\end{align*}
\]

(62)

(63)

and the jump map corresponding to these transitions are given by

\[
\begin{align*}
    x(t_s) &= \xi_{q_3q_5}(x(t_s)) = \frac{r_W}{i_{fd}(1 + R_2)} \left[ \begin{array}{c} 0 \\ R_2 \end{array} \right] \, x(t_s), \\
    x(t_s) &= \xi_{q_4q_6}(x(t_s)) = \frac{r_W}{i_{fd}(1 + R_2)} \left[ \begin{array}{c} 0 \\ R_2 \end{array} \right] \, x(t_s),
\end{align*}
\]

(64)

(65)

with \( \xi_{q_3q_5} : \mathbb{R}^2 \to \mathbb{R} \) and \( \xi_{q_4q_6} : \mathbb{R}^2 \to \mathbb{R} \).

6. Acceleration within the minimum time interval

First, consider the hybrid optimal control problem for the minimization of the acceleration period required for reaching the top speed of 100 \( \text{mph} = \frac{277.8}{s} \approx 60 \text{ mph} \). The vehicle is assumed to start from the stationary state in the first gear which corresponds to \( q_1 \), autonomously switch to the torque constraint region \( q_2 \), then switch to the transition phase initiated by a controlled switching command \( \sigma_{q_2,q_4} \) and finally, reach the terminal state \( x_f = \frac{277.8}{s} \) in the power constraint region of the second gear \( q_6 \).

The cost to be minimized is

\[
J(u, T_{BS}, T_{BR}; t_1, t_2, t_3) = \int_{t_0}^{t_1} dt + \int_{t_1}^{t_2} dt + \int_{t_2}^{t_3} dt + \int_{t_3}^{t_f} dt,
\]

(66)

with \( t_f \) being the first time that \( x(t) = 27.78 \) is satisfied.
Formation of the Hamiltonians: It can easily be verified that the problem under study is normal and therefore, the abnormal multiplier can be normalized to unity, i.e., \( \lambda_{q_k,0}^a(t) = 1, k = 1, 2, 4, 6 \). Hence, the family of system Hamiltonians is formed as

\[
H_{q_1}(x, \lambda, u) = 1 + \lambda \left(-Ax^2 + Bu - C_1x - D_1 \right),
\]

\[
H_{q_2}(x, \lambda, u) = 1 + \lambda \left(-A_2x^2 + \frac{B_2u}{x} - C_2x - D_2 \right),
\]

\[
H_{q_4}(x, \lambda, u, T_{BS}, T_{BR}) = 1 + \lambda_1 \left(-A_{SS}x_1 + A_{SR}x_2 - A_{SA} (x_1 + R_2x_2)^2 + B_{SM}P_{m}^{\max} (1 + R_1) \frac{u_1}{x_1 + R_1x_2} + B_{SS} |T_{BS}|^{\max} u_2 - B_{SR} |T_{BR}|^{\max} u_3 - D_{SS} \right)
\]

\[
H_{q_6}(x, \lambda, u) = 1 + \lambda \left(-A_6x^2 + B_6 \frac{u}{x} - C_6x - D_6 \right).
\]

Hamiltonian minimization: The Hamiltonian minimization condition (15) results in \( u^o = 1, t \in [t_0, t_f] \), \( T_{BS}^{\max} = 0 \) and \( T_{BR}^{\max} = 0 \) for \( t \in [t_2, t_3] \) wherever the adjoint process has a negative sign. The strict negative sign for the adjoint process is later confirmed for all \( t \in [t_0, t_f] \) in the numerical solution (see Fig. 4).

Continuous state evolution: The continuous state dynamics (7) are equivalent to (43), (45), (51) and (60) subject to the stationary initial, boundary and terminal conditions

\[
x(t_0) = x(0) = 0,
\]

\[
x(t_1) = \xi_{q_1q_2} (x(t_1-)) = x(t_1-),
\]

\[
x(t_2) = \xi_{q_2q_4} (x(t_2-)) = \frac{i_d (1 + R_2)}{r_w} \left[ 1 \right] x(t_2-),
\]

\[
x(t_3) = \xi_{q_4q_6} (x(t_3-)) = \frac{r_w}{i_d (1 + R_2)} \left[ 1 \begin{array}{c} R_2 \\ \end{array} \right] x(t_3-),
\]

\[
x(t_f) = 27.78
\]

and where the transitions from \( q_1 \) to \( q_2 \) and from \( q_4 \) to \( q_6 \) are subject to the switching manifold conditions

\[
m_{q_1q_2}(x(t_1-)) \equiv x(t_1-) - \frac{\omega^* R_{u_w}}{i_d G_R^1} = 0,
\]

\[
m_{q_4q_6}(x(t_3-)) \equiv x(t_3-) = 0.
\]

Evolution of the adjoint process: According to the Hybrid Minimum Principle in Section 3:

\[
\dot{\lambda} = -\frac{\partial H_{q_1}}{\partial x} = -(-2A_1x - C_1) \lambda, \quad t \in [t_0, t_1]
\]

\[
\dot{\lambda} = -\frac{\partial H_{q_2}}{\partial x} = (-2A_2x - B_2 \frac{u^o}{x^2} - C_2) \lambda, \quad t \in (t_1, t_2]
\]

\[
\dot{\lambda} = -\frac{\partial H_{q_4}}{\partial x}, \quad t \in (t_2, t_3],
\]

with

\[
\dot{\lambda}_1 = -\frac{\partial H_{q_4}}{\partial x_1} = -\lambda_1 \left(-A_{SS} - 2A_{SA} (x_1 + R_2x_2) - B_{SM}P_{m}^{\max} (1 + R_1) \frac{u_1}{(x_1 + R_1x_2)^2} \right)
\]

\[
\dot{\lambda}_2 = -\frac{\partial H_{q_4}}{\partial x_2} = -\lambda_1 \left(A_{SR} - 2R_2A_{SA} (x_1 + R_2x_2) - B_{RM}P_{m}^{\max} (1 + R_1) \frac{u_1}{(x_1 + R_1x_2)^2} \right)
\]

\[
\dot{\lambda}_3 = -\frac{\partial H_{q_6}}{\partial x} = -(-2A_6x - B_6 \frac{u^o}{x^2} - C_6) \lambda, \quad t \in (t_3, t_f]
\]
The boundary conditions for $\lambda$ are determined from Eq. (14) as

$$
\begin{align*}
\lambda(t_3) &= \nabla_\xi^T q_{a4} \lambda(t_3) + p_3 \nabla m_{q_{a4}} = \frac{R_w}{i_{id} \left(1 + R_2\right)} \left[\begin{array}{c} 1 \\ R_2 \end{array}\right] \lambda(t_3) + p_3 \left[\begin{array}{c} 1 \\ 0 \end{array}\right], \\
\lambda(t_2) &= \nabla_\xi^T q_{a4} \lambda(t_2) = \frac{i_{id} \left(1 + R_2\right)}{R_w} \left[\begin{array}{c} 1 \\ 0 \end{array}\right] \lambda(t_2) + p_1, \\
\lambda(t_1) &= \lambda(t_1) + p_1.
\end{align*}
$$

Boundary conditions on Hamiltonians: Since the terminal time is not a priori specified in this minimum time acceleration task, the Hamiltonian terminal condition (19) determines the Hamiltonian terminal condition

$$
H_{\text{t}}(x, \lambda, u)(t_f) = 1 + \lambda(t_f) \left(-A_6 x(t_f)^2 - B_6 \frac{u(t_f)}{x(t_f)} - C_6 x(t_f) - D_6 \right) = 0,
$$
and the Hamiltonian continuity at switching instants is deduced from (17) as
\[
H_{q_4}(x, \lambda, u)(t_{i_3}^-) = H_{q_6}(x, \lambda, u)(t_{i_3}^+) ,
\]
\[
H_{q_2}(x, \lambda, u)(t_{i_2}^-) = H_{q_4}(x, \lambda, u)(t_{i_2}^+) ,
\]
\[
H_{q_1}(x, \lambda, u)(t_{i_1}^-) = H_{q_2}(x, \lambda, u)(t_{i_1}^+) .
\]
(88)  
(89)  
(90)

**Numerical results:** The results for the parameter values presented in Table 1 are illustrated in Fig. 4. For better illustration, the speed of the vehicle is shown in km/hr units in addition, the components \(\lambda_1\) and \(\lambda_2\) of the adjoint process in ~\(I \in [t_{i_3}, t_{i_2}]\) are multiplied by \(i_{d}(1 + R_2)/R_w\) and \(i_{d}(1 + R_2)/R_w\) respectively so that the boundary conditions (121) and (122) can be verified more easily. The optimal values for the switching and final times are \(t_{i_1} = 0.444, t_{i_2} = 2.901, t_{i_3} = 4.014, t_f = 6.042\).

7. Acceleration with the minimum energy

Now, consider the hybrid optimal control problem for the minimization of energy required for reaching the top speed of 100 \(\text{km/hr} = 27.78 \, \text{m/s}\) at \(t_f = 6.3\) s, which is slightly longer than the minimum time 6.042 s found in Section 6. The vehicle is assumed to start from the stationary state in the first gear which corresponds to \(q_1\), autonomously switch to the torque constraint region \(q_2\), then switch to the gear transition phase initiated by a controlled switching command \(\sigma_{q_2,q_4}\) and finally, reach the terminal state \(x = 27.78 \, \text{m/s}\) at \(t_f = 6.3\) in the power constraint region of the second gear \(q_6\). The cost to be minimized is the total electric energy consumed from the battery, i.e.

\[
f(t_0, t_f, (q_1, 0), 3; l_2) = \int_{t_0}^{t_f} P_b(T_M, \omega_M) \, dt
\]
\[
= \int_{t_{i_1}}^{t_f} l_{q_1}(x, u) \, dt + \int_{t_{i_1}}^{t_{i_2}} l_{q_2}(x, u) \, dt + \int_{t_{i_2}}^{t_{i_3}} l_{q_4}(x, u) \, dt + \int_{t_{i_3}}^{t_f} l_{q_6}(x, u) \, dt,
\]
(91)

where
\[
l_{q_1}(x, u) = a_1 u^2 + b_1 x u + c_1 u + d_1 x,
\]
(92)
\[
l_{q_2}(x, u) = d_2 \frac{u^2}{x^2} + b_2 u + c_2 \frac{u}{x} + d_2 x,
\]
(93)
\[
l_{q_4}(x, u) = a_4 \frac{u^2}{(x_1 + R_1 x_2)^2} + b_4 u_1 + c_4 \frac{u_1}{x_1 + R_1 x_2} + d_4 (x_1 + R_1 x_2),
\]
(94)
\[
l_{q_6}(x, u) = d_6 \frac{u^2}{x^2} + b_6 u + c_6 \frac{u}{x} + d_6 x,
\]
(95)

and where in the above equations
\[
a_1 = L_T \left(T_M^\text{max}\right)^2, \quad b_1 = L_T \frac{i_{d} GR_1 T_M^\text{max}}{R_w}, \quad c_1 = L_T T_M^\text{max}, \quad d_1 = L_o \frac{i_{d} GR_1}{R_w},
\]
(96)
\[
a_2 = L_T \left(T_M^\text{max}\right)^2, \quad b_2 = L_T \frac{i_{d} P_M^\text{max}}{R_w}, \quad c_2 = L_T \frac{r_W P_M^\text{max}}{i_{d} GR_1}, \quad d_2 = L_o \frac{i_{d} GR_1}{R_w},
\]
(97)
\[
a_4 = L_T \left(P_M^\text{max}\right)^2 (R_1 + 1)^2, \quad b_4 = L_T P_M^\text{max}, \quad c_4 = L_T P_M^\text{max} (R_1 + 1), \quad d_4 = \frac{L_o}{R_1 + 1},
\]
(98)
\[
a_6 = L_T \left(P_M^\text{max}\right)^2, \quad b_6 = L_T P_M^\text{max}, \quad c_6 = L_T \frac{r_W P_M^\text{max}}{i_{d} GR_2}, \quad d_6 = L_o \frac{i_{d} GR_2}{r_W}.
\]
(99)

**Formation of the Hamiltonians:** The family of system Hamiltonians is formed as
\[
H_{q_1}(x, \lambda, u) = a_1 u^2 + b_1 x u + c_1 u + d_1 x + \lambda (-A_1 x^2 + B_1 u - C_1 x - D_1)
\]
(100)
\[
H_{q_2}(x, \lambda, u) = a_2 \frac{u^2}{x^2} + b_2 u + c_2 \frac{u}{x} + d_2 x + \lambda (-A_2 x^2 + B_2 \frac{u}{x} - C_2 x - D_2)
\]
(101)
\[
H_{q_4}(x, \lambda, u) = a_4 \frac{u^2}{(x_1 + R_1 x_2)^2} + b_4 u_1 + c_4 \frac{u_1}{x_1 + R_1 x_2} + d_4 (x_1 + R_1 x_2)
\]
+ \lambda_1 \left( -A_{SS} x_1 + A_{SR} x_2 - A_{SA} (x_1 + R_2 x_2)^2 + B_{SM} P_M^{\text{max}} (1 + R_1) \frac{u_1}{x_1 + R_1 x_2} + B_{SS} |T_{BS}|^{\text{max}} u_2 - B_{SR} |T_{BR}|^{\text{max}} u_3 - D_L \right) \\
+ \lambda_2 \left( A_{SS} x_1 - A_{SR} x_2 - A_{SA} (x_1 + R_2 x_2)^2 + B_{RM} P_M^{\text{max}} (1 + R_1) \frac{u_1}{x_1 + R_1 x_2} - B_{RS} |T_{RS}|^{\text{max}} u_2 + B_{BR} |T_{BR}|^{\text{max}} u_3 - D_R \right),
\tag{102}
\end{align*}

and

\begin{align*}
H_{q_6} (x, \lambda, u) &= \frac{u^2}{x^2} + b_6 u + c_6 u \frac{u}{x} + d_6 x + \lambda \left( -A_{q_6} x^2 + b_6 \frac{u}{x} - c_6 x - D_6 \right).
\tag{103}
\end{align*}

**Hamiltonian minimization:** The Hamiltonian minimization condition (15) gives

\begin{align*}
u_{q_1}^0 &= \text{sat}_{[1-1, 1]} \left( -\frac{(b_1 x + c_1 + B_1 \lambda)}{2a_1} \right),
\tag{104}
\end{align*}

\begin{align*}
u_{q_2}^0 &= \text{sat}_{[1-1, 1]} \left( -\frac{x (b_2 x + c_2 + B_2 \lambda)}{2a_2} \right),
\tag{105}
\end{align*}

\begin{align*}
u_{q_4}^0 &= \text{sat}_{[1-1, 1]} \left( -\frac{(x_1 + R_1 x_2) [b_4 (x_1 + R_1 x_2) + c_4 + B_{SM} P_M^{\text{max}} (1 + R_1) \lambda_1 + B_{RM} P_M^{\text{max}} (1 + R_1) \lambda_2]}{2a_4} \right),
\tag{106}
\end{align*}

\begin{align*}
u_{q_2, q_4}^0 &= \begin{cases} -1 & \text{if } B_{SS} \lambda_1 - B_{RS} \lambda_2 \geq 0 \\
0 & \text{if } B_{SS} \lambda_1 - B_{RS} \lambda_2 < 0. \end{cases}
\tag{107}
\end{align*}

**Continuous state evolution:** The continuous state dynamics (7) are equivalent to (43), (45), (51) and (60) subject to the stationary initial, boundary and terminal conditions

\begin{align*}
x (t_0) &= x (0) = 0, \tag{108}
\end{align*}

\begin{align*}
x (t_1) &= \xi_{q_1} (x (t_1^-)) = x (t_1^-), \tag{109}
\end{align*}

\begin{align*}
x (t_2) &= \xi_{q_2} (x (t_2^-)) = \frac{i_{dL} (1 + R_2)}{R_W} \left[ 1 \atop 0 \right] x (t_2^-), \tag{110}
\end{align*}

\begin{align*}
x (t_3) &= \xi_{q_4} (x (t_3^-)) = \frac{i_{dL} (1 + R_2)}{i_{dL} (1 + R_2) \frac{R_2}{1} R_2 x (t_3^-)}, \tag{111}
\end{align*}

\begin{align*}
x (t_f) &= x (6.3) = 27.78
\end{align*}

and where the transitions from q_1 to q_2 and from q_4 to q_6 are subject to the switching manifold conditions

\begin{align*}
m_{q_1 q_2} (x (t_1^-)) &= \xi_{q_1} (x (t_1^-)) - \frac{\omega^* R_W}{i_{dL} \Gamma_R} = 0, \tag{113}
\end{align*}

\begin{align*}
m_{q_4 q_6} (x (t_3^-)) &= \xi_{q_4} (x (t_3^-)) = x_1 (t_3^-) = 0. \tag{114}
\end{align*}

**Evolution of the adjoint process:** The adjoint process dynamics (8) are governed by

\begin{align*}
\dot{\lambda} &= -\frac{\partial H_{q_1}}{\partial x} = -\left( b_1 u + d_1 + \lambda \left( -2A_1 x - C_1 \right) \right), \quad t \in [t_0, t_{s_1}],
\tag{115}
\end{align*}

\begin{align*}
\dot{\lambda} &= -\frac{\partial H_{q_2}}{\partial x} = -\left( -\frac{2a_2 u^2}{x^2} - \frac{c_2 u}{x^2} + d_2 + \lambda \left( -2A_2 x - B_2 \frac{u^0}{x^2} - C_2 \right) \right), \quad t \in (t_{s_1}, t_{s_2}],
\tag{116}
\end{align*}

\begin{align*}
\dot{\lambda} &= -\frac{\partial H_{q_4}}{\partial x}, \quad t \in (t_{s_2}, t_{s_3}],
\tag{117}
\end{align*}

with

\begin{align*}
\dot{\lambda}_1 &= -\frac{\partial H_{q_1}}{\partial x_1} = -\left( -\frac{2a_4 u_1^2}{(x_1 + R_1 x_2)^2} - \frac{c_4 u_1}{(x_1 + R_1 x_2)^2} + d_4 \right)
- \lambda_1 \left( -A_{SS} - 2A_{SA} (x_1 + R_2 x_2) - B_{SM} P_M^{\text{max}} (1 + R_1) \frac{u_1}{(x_1 + R_1 x_2)^2} \right)
- \lambda_2 \left( A_{SS} - 2A_{SA} (x_1 + R_2 x_2) - B_{RM} P_M^{\text{max}} (1 + R_1) \frac{u_1}{(x_1 + R_1 x_2)^2} \right),
\tag{118}
\end{align*}
The results for the parameter values listed in Table 1 are illustrated in Fig. 5. A phenomenon of special interest that appears in the results is that the optimal control for the minimization of energy consumption coincides with a regeneration of power during the shifting period. This is in contrast with the inputs for the shifting period of the acceleration task in Section 6 and in [27] in which the motor produces power at the full rate to reach the top speed in the minimum time possible, and also in contrast with the task of smooth gear changing in [16,17] with (almost) no speed drop. The presence of power regeneration in the currently studied example, not only contributes to the saving of electric energy, but also contributes to the significant decrease of shifting duration from around 1 s in [16,17,27] to 0.1058 s.

In order to illustrate the satisfaction of the adjoint boundary conditions (121) and (122), the components $\lambda_1$ and $\lambda_2$ of the adjoint process in $t \in [t_{i3}, t_f]$ are multiplied by $i_{fd} \left(1 + R_2\right)/R_w$ and $i_{gd} \left(1 + R_2\right)/\left(R_w R_2\right)$ respectively, and are in-zoomed in Fig. 6. The optimal values for the switching times are $t_{i1} = 0.8570$, $t_{i2} = 1.4610$, $t_{i3} = 1.5668$ which correspond to the switching states $x(t_{i1}) = 6 \text{ m} = 21.6 \text{ km/h}$, $x(t_{i2}) = 11.3897 \text{ m} = 41.0 \text{ km/h}$, $x(t_{i3}) = 10.6733 \text{ m} = 38.4 \text{ km/h}$ and the terminal state at $t_f = 6.3$ is $x(t_f) = 27.9534 \text{ m} = 100.6 \text{ km/h}$ which is slightly higher than the required speed due to numerical approximations in the solution of the above boundary value differential equations.

8. Concluding remarks

The electric vehicle equipped with a dual-stage planetary transmission studied in Section 4 highlights some of the key features of the hybrid systems framework presented in Section 2 and Appendix A. In particular, the modelling of the powertrain requires the consideration of both autonomous and controlled state jumps, some of which are accompanied by changes in the dimension of the state space. Furthermore, the corresponding hybrid automaton diagram for the full system presented in Fig. 3 exhibits a lot of the permitted behaviour of the completely general automaton in the definition of hybrid systems in Section 2 and Appendix A. It should be remarked that there is a genuine restriction by the automaton imposed on discrete transitions expressed in (i.e. corresponding to) those in the state transition structure displayed in Fig. 3.

The deterministic hybrid systems formulation of the driveline presented here provides a powerful framework for the study of deterministic optimal control problems associated with the gear changing problem of electric vehicles, such as those studied in Sections 6 and 7. For stochastic optimal control problems associated with non-deterministic tasks such as driving in uncertain environments, e.g. on heavy traffic roads, a further generalized framework for stochastic hybrid systems must be considered. One of the principal challenges in doing so is the presence of strict conditions for the termination of gear transitions due to the stick–slip phenomenon in the braking mechanisms in the transmission. The effect of such hard constraints imposed by switching manifolds on diffusion-driven state trajectories is studied in [36] in which the necessary optimality conditions are established in the form of the Stochastic Hybrid Minimum Principle (SHMP).
Fig. 5. The car speed, the adjoint processes and the corresponding Hamiltonians for the minimum energy acceleration task.

Acknowledgements

This work is supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) (grant number: I228132C0G) and the Automotive Partnership Canada (APC) (grant number: I234504C0G). The authors would like to acknowledge the transmission design team at McGill University, and the industrial partners TM4, Linamar, and Infolytica.

Appendix A. Technical specifications and hypotheses

A.1. Hybrid systems

A hybrid system (structure) $\mathbb{H}$ is a septuple

$$\mathbb{H} = \{ H := Q \times M, I := \Sigma \times U, \Gamma, A, F, \Sigma, \mathcal{M} \},$$

where the symbols in the expression and their governing assumptions are defined as below.

**A0:** $H := Q \times M$ is called the (hybrid) state space of the hybrid system $\mathbb{H}$, where
this definition, even in the non-trivial case $m$ transition in the continuous state component, or both. A transversal arrival on the switching manifold transversally there is an autonomous switching to another controlled vector field or there is a jump. An example of the bouncing ball is reversed if a reverse passage is performed by the continuous trajectory, while the latter case corresponds to the standard where the switching of vector fields at the passage of the continuous trajectory in one direction through a switching manifold is reversed if a reverse passage is performed by the continuous trajectory, while the latter case corresponds to the standard example of the bouncing ball.

Switching manifolds will function in such a way that whenever a trajectory governed by the controlled vector field meets the switching manifold transversally there is an autonomous switching to another controlled vector field or there is a jump transition in the continuous state component, or both. A transversal arrival on a switching manifold $m_{q,r}$, at state $x$ occurs whenever

$$\nabla m^i_{q,r}(x) \cdot f_q(x, u) \neq 0,$$

for $u \in U_q$, $q, r \in Q$, $1 \leq i \leq k$.

A1: The initial state $h_0 := (q_0, x(t_0)) \in H$ is such that $m_{q_0,q_j}(x_0) \neq 0$, for all $q_j \in Q$.  

\[Q = \{1, 2, \ldots, |Q|\} \equiv \{q_1, q_2, \ldots, q_{|Q|}\}, |Q| < \infty,\text{ is a finite set of discrete states (components), and}\]

\[M = \{[\mathbb{R}^{n_q}]_{q \in Q}\} \text{ is a family of finite dimensional continuous valued state spaces, where } n_q \leq n < \infty \text{ for all } q \in Q.\]

$I := \Sigma \times U$ is the set of system input values, where

\[\Sigma \text{ with } |\Sigma| < \infty \text{ is the set of discrete state transition and continuous state jump events extended with the identity element, and}\]

\[U = \{U_q\}_{q \in Q} \text{ is the set of admissible input control values, where each } U_q \subset \mathbb{R}^{n_q} \text{ is a compact set in } \mathbb{R}^{n_q}.\]

The set of admissible (continuous) control inputs $U(U) := L_\infty \left(I_{0}, T_\tau \right)$, $U$, is defined to be the set of all measurable functions that are bounded up to a set of measure zero on $[t_0, T_\tau), T_\tau < \infty$. The boundedness property necessarily holds since admissible input functions take values in the compact set $U$.

$I^\prime : H \times \Sigma \to H$ is a time independent (partially defined) discrete state transition map. $Z : H \times \Sigma \to H$ is a time independent (partially defined) continuous state jump transition map. All $\xi_\sigma \in \Sigma$, $\xi_\sigma : \mathbb{R}^{n_x} \to \mathbb{R}^{n_x}, p \in A(q, \sigma)$ are assumed to be continuously differentiable in the continuous state $x \in \mathbb{R}^{n_x}$.

$A : Q \times \Sigma \to Q$ denotes both a deterministic finite automaton and the automaton's associated transition function on the state space $Q$ and event set $\Sigma$, such that for a discrete state $q \in Q$ only the discrete controlled and uncontrolled transitions into the $q$-dependent subset $\{A(q, \sigma), \sigma \in \Sigma\} \subset Q$ occur under the projection of $I^\prime \sigma \in Q$, $A(q, \sigma)$ components: $I^\prime : Q \times \mathbb{R}^n \times \Sigma \to H_{\{q\}}$. In other words, $I^\prime$ can only make a discrete state transition in a hybrid state $(q, x)$ if the automaton $A$ can make the corresponding transition in $q$.

$F$ is an indexed collection of vector fields $\{f_q\}_{q \in Q}$ such that $f_q \in \mathcal{C}^k_0 \left(\mathbb{R}^{n_q} \times U_q \to \mathbb{R}^{n_q}\right), k \geq 1$, satisfies a joint uniform Lipschitz condition, i.e. there exists $L_f < \infty$ such that $\|f_q(x_1, u_1) - f_q(x_2, u_2)\| \leq L_f (\|x_1 - x_2\| + \|u_1 - u_2\|)$, for all $x, x_1, x_2 \in \mathbb{R}^{n_q}$, $u, u_1, u_2 \in U_q, q \in Q$.

$M = \{m_\alpha: \alpha \in Q \times Q, \}$ denotes a collection of switching manifolds such that, for any ordered pair $\alpha \equiv (\alpha_1, \alpha_2) = (q, r)$, $m_\alpha$ is a smooth, i.e. $C^\infty$, codimension $k$ sub-manifold of $\mathbb{R}^{n_q}$, $k \in \{1, \ldots, n_q\}$, described locally by $m_\alpha = \{x: m^i_\alpha(x) = 0 \land \ldots \land m^n_\alpha(x) = 0\}$, and possibly with boundary $\partial m_\alpha$. It is assumed that $m_\alpha \cap m_\beta = \emptyset$, whenever $\alpha_1 = \beta_1$ but $\alpha_2 \neq \beta_2$, for all $\alpha, \beta \in Q \times Q$.  

We note that the case where $m_\alpha$ is identified with its reverse ordered version $m_{\alpha}$ giving $m_\alpha = m_{\alpha}$ is not ruled out by this definition, even in the non-trivial case $m_{p,p}$ where $\alpha_1 = \alpha_2 = p$. The former case corresponds to the common situation where the switching of vector fields at the passage of the continuous trajectory in one direction through a switching manifold is reversed if a reverse passage is performed by the continuous trajectory, while the latter case corresponds to the standard example of the bouncing ball.
A.2. Hybrid optimal control problems

**A2.** Let \( \{ l_q \}_{q \in \mathbb{Q}}, l_q \in C^0(\mathbb{R}^n \times U_q \rightarrow \mathbb{R}^+), n_1 \geq 1, \) be a family of running cost functions; \( \{ c_r \}_{r \in \Sigma} \in C^0(\mathbb{R}^q \times \Sigma \rightarrow \mathbb{R}^+), n_2 \geq 1, \) be a family of switching cost functions; and \( g \in C^0(\mathbb{R}^q \rightarrow \mathbb{R}^+), n_g \geq 1, \) be a terminal cost function satisfying the following assumptions:

(i) There exists \( K_1 < \infty \) and \( 1 \leq \gamma_1 < \infty \) such that \( |l_q(\chi_1, u_1) - l_q(\chi_2, u_2)| \leq K_1(\|\chi_1 - \chi_2\| + \|u_1 - u_2\|), \) for all \( \chi_1, \chi_2 \in \mathbb{R}^n, u_1, u_2 \in U_q, q \in \mathbb{Q}. \)

(ii) There exists \( K_2 < \infty \) and \( 1 \leq \gamma_2 < \infty \) such that \( |c_r(x)| \leq K_2(1 + \|x\|^{\gamma_2}), \sigma \in \Sigma, x \in \mathbb{R}^q, q \in \mathbb{Q}. \)

(iii) There exists \( K_3 < \infty \) and \( 1 \leq \gamma_3 < \infty \) such that \( |g(x)| \leq K_3(1 + \|x\|^{\gamma_3}), x \in \mathbb{R}^q, q \in \mathbb{Q}. \)

Consider the initial time \( t_0, \) final time \( t_f < \infty, \) and initial hybrid state \( h_0 = (q_0, x_0). \) For a fixed number of switchings \( L < \infty, \) let \( t_i := \{ t_0, t_1, t_2, \ldots, t_L \} \) be a strictly increasing sequence of times and \( \alpha_i \in \{ 1, 2, \ldots, L \} \) extended with \( \alpha_0 = id \) be a discrete event sequence that form a hybrid switching sequence

\[
S_L = \{ (t_0, id), (t_1, \sigma_{q_01}), \ldots, (t_L, \sigma_{q_{L-1}q_L}) \} \equiv \{ (t_0, q_0), (t_1, q_1), \ldots, (t_L, q_L) \}.
\]

With the set of admissible continuous control inputs given as \( U = \bigcup_{i=0}^L \bigcup_{q} \{ t_i, \alpha_{i+1} \} \times U_q, \) with \( t_{i+1} = t_i, \) let \( L_t := (S_L, u), \) \( u \in U \) be a finite hybrid sequence of switching events that results in a necessarily unique hybrid state process (see e.g. \([7,28]\)). Denote the set of all hybrid input trajectories with \( L \) switchings by \( I_{L_t} \). Then the Hybrid Optimal Control Problem (HOCP) is defined as the infimisation of the hybrid cost (5) over the family of hybrid input trajectories \( I_{L_t} \), i.e.

\[
f^a(t_0, t_f, h_0, L) = \inf_{h \in H} f(t_0, t_f, h_0, L, h),
\]

subject to (1)–(3) and possibly a number of switching manifold conditions as in (4).  

**Appendix B. Euler–Lagrange derivation of the driveline dynamics**

B.1. Powertrain dynamics in the fixed gear configuration

For the first gear \( (\omega_k = 0) \), the expression (30) for the kinetic energy \( T \) can be written in terms of the generalized coordinate \( q = z \) using the kinematic relations (21)–(25), giving \( T \) as

\[
T = \left( m + \frac{J_W}{r_w^2} \right) \left( \frac{J_M}{(R_1 + 1)^2} + J_S + \frac{J_{P, in}}{(R_1 - 1)^2} + \frac{J_{P, out}}{(R_2 - 1)^2} \right) \frac{i_{jd}^2 (R_2 + 1)^2}{r_w^2} \frac{v^2}{2}.
\]

The virtual work (32) is given by the variational equation:

\[
\delta W = \left( \frac{i_{jd} (R_2 + 1)}{r_w (R_1 + 1)} T_M - \frac{i_{jd} (R_2 + 1)}{r_w} T_j - \frac{i_{jd}^2 (R_2 + 1)^2}{r_w^2} C_S v - \frac{1}{2} \rho C_d A_f v^2 - mg C \cos \gamma (z) \right) \delta z,
\]

where for simplicity of the notation the sign function is removed assuming that the car is only moving forward, i.e. \( v \geq 0 \Rightarrow \omega_k, \omega_k \geq 0. \)

Forming the Lagrangian from (B.1) and (31) and substitution in the generalized Euler–Lagrange equation (29) with the generalized force determined from (B.2), the dynamics in the first gear is given as

\[
m \left( 1 + \frac{J_W}{m r_w^2} + \frac{J_M}{(R_1 + 1)^2} + J_S + \frac{J_{P, in}}{(R_1 - 1)^2} + \frac{J_{P, out}}{(R_2 - 1)^2} \right) \frac{i_{jd}^2 (R_2 + 1)^2}{m r_w^2} \dot{v} + mg \sin \gamma (z) = \frac{i_{jd} (R_2 + 1)}{r_w (R_1 + 1)} T_M - \frac{i_{jd} (R_2 + 1)}{r_w} T_j - \frac{i_{jd}^2 (R_2 + 1)^2}{r_w^2} C_S v - \frac{1}{2} \rho C_d A_f v^2 - mg C \cos \gamma (z).
\]

Similarly, the dynamics in the second gear \( (\omega_k = 0) \) is found to be

\[
m \left( 1 + \frac{J_W}{m r_w^2} + \frac{R_2^2 J_M}{(R_1 + 1)^2} + J_S + \frac{R_2^2 J_{P, in}}{(R_1 - 1)^2} + \frac{R_2^2 J_{P, out}}{(R_2 - 1)^2} \right) \frac{i_{jd}^2 (R_2 + 1)^2}{m r_w^2 R_2^2} \dot{v} - mg \sin \gamma (z) = \frac{i_{jd} (R_2 + 1)}{r_w (R_1 + 1)} R_1 T_M - \frac{i_{jd} (R_2 + 1)}{r_w R_2} T_j - \frac{i_{jd}^2 (R_2 + 1)^2}{r_w^2 R_2^2} C_S v - \frac{1}{2} \rho C_d A_f v^2 - mg C \cos \gamma (z).
\]
B.2. Powertrain dynamics in the general configuration

Using the kinematic relations (21)-(25), the expression for $T$ in terms of the generalized coordinate $q = [\theta_5, \theta_R]^T$ and its time differential $\dot{q} = [\omega_5, \omega_R]^T$ is written as

$$
T = \frac{1}{2} m \left( \frac{r_w}{q_R^2} (\omega_5 + R_2 \omega_R)^2 + J_w (\omega_5 + R_2 \omega_R)^2 + \frac{1}{2} J_m (\omega_5 + R_1 \omega_R)^2 \right) \\
+ \frac{1}{2} J_f \omega_5^2 + \frac{1}{2} J_f R_S (R_2 \omega_R - \omega_5)^2, \\
+ \frac{1}{2} J_{p,m} (R_4 \omega_R - \omega_5)^2 + \frac{1}{2} J_{p,out} (R_2 \omega_R - \omega_5)^2 \tag{B.5}
$$

or

$$
T = \frac{1}{2} \left( \frac{m r_w^2 + J_w}{(R_1 + 1)^2} + \frac{J_m}{(R_1 + 1)^2} + J_f + \frac{J_{p,m}}{(R_1 - 1)^2} + \frac{J_{p,out}}{(R_2 - 1)^2} \right) \omega_5^2 \\
+ \frac{1}{2} \left( \frac{(m r_w^2 + J_w) R_2}{(R_1 + 1)^2} + \frac{J_m R_2}{(R_1 - 1)^2} + J_R + \frac{J_{p,in} R_2}{(R_1 - 1)^2} + \frac{J_{p,out} R_2}{(R_2 - 1)^2} \right) \omega_R^2 \\
+ \left( \frac{(m r_w^2 + J_w) R_2}{(R_1 + 1)^2} + \frac{J_m R_1}{(R_1 - 1)^2} - \frac{J_{p,in} R_1}{(R_1 - 1)^2} - \frac{J_{p,out} R_2}{(R_2 - 1)^2} \right) \omega_5 \omega_R \\
:= \frac{1}{2} J_{sS} \omega_5^2 + \frac{1}{2} J_{sR} \omega_R^2 + J_{sr} \omega_5 \omega_R \tag{B.6}
$$

In order to find $D_i$ from (32), we rewrite the variational argument for the virtual displacements $\delta \theta_M$ and $\delta z$ in terms of the generalized coordinates virtual displacements $\delta \theta_5$ and $\delta \theta_R$ using (21) and (23) to get

$$
\delta W = \left( \frac{1}{R_1 + 1} T_M + T_BS + F_S + \frac{r_w}{l_{id}} (R_2 + 1) F_r \right) \delta \theta_5 + \left( \frac{R_1}{R_1 + 1} T_M + T_BR + F_R + \frac{r_w R_2}{l_{id}} (R_2 + 1) F_r \right) \delta \theta_R. \tag{B.7}
$$

Hence,

$$
D_1 = \frac{1}{R_1 + 1} T_M + T_B + F_S + \frac{r_w}{l_{id}} (R_2 + 1) F_r, \tag{B.8}
$$

$$
D_2 = \frac{R_1}{R_1 + 1} T_M + T_BR + F_R + \frac{r_w R_2}{l_{id}} (R_2 + 1) F_r, \tag{B.9}
$$

since $q_1 = \theta_5$ and $q_2 = \theta_R$ are the selected generalized coordinates.

Forming the Lagrangian $L = T - V$ using (B.6) and (31), and substituting the generalized dissipative and driving forces from (B.7) in the Euler–Lagrange equation (29), the governing dynamics are derived as

$$
J_{sS} \ddot{\omega}_5 + J_{sR} \ddot{\omega}_R = D_1 + mg \sin \gamma (z) \frac{r_w}{l_{id} (R_2 + 1)}, \tag{B.10}
$$

$$
J_{sR} \ddot{\omega}_5 + J_{sR} \ddot{\omega}_R = D_2 + mg \sin \gamma (z) \frac{r_w R_2}{l_{id} (R_2 + 1)}, \tag{B.11}
$$

where to obtain (B.10) and (B.11), the relations

$$
\frac{\partial L}{\partial \theta_5} = \frac{\partial L}{\partial z} \frac{\partial z}{\partial \theta_5} = -\frac{\partial V}{\partial z} \frac{\partial z}{\partial \theta_5} = -mg \sin \gamma (z) \frac{r_w}{l_{id} (R_2 + 1)}, \tag{B.12}
$$

$$
\frac{\partial L}{\partial \theta_R} = \frac{\partial L}{\partial z} \frac{\partial z}{\partial \theta_R} = -\frac{\partial V}{\partial z} \frac{\partial z}{\partial \theta_R} = -mg \sin \gamma (z) \frac{r_w R_2}{l_{id} (R_2 + 1)}, \tag{B.13}
$$

have been used. Therefore,

$$
\dot{\omega}_5 = \frac{J_{sS} \left( D_1 + mg \sin \gamma (z) \frac{r_w}{l_{id} (R_2 + 1)} \right) - J_{sR} \left( D_2 + mg \sin \gamma (z) \frac{r_w R_2}{l_{id} (R_2 + 1)} \right)}{J_{sS} J_{sR} - J_{sR}^2}, \tag{B.14}
$$

$$
\dot{\omega}_R = \frac{J_{sS} \left( D_2 + mg \sin \gamma (z) \frac{r_w R_2}{l_{id} (R_2 + 1)} \right) - J_{sR} \left( D_1 + mg \sin \gamma (z) \frac{r_w}{l_{id} (R_2 + 1)} \right)}{J_{sS} J_{sR} - J_{sR}^2}. \tag{B.15}
$$
Substituting $D_1$ and $D_2$ from (B.7) and assuming $\sin \gamma (z) \approx 0$ for the simplicity of the analysis, the dynamics of the powertrain is described by

$$\dot{\omega}_S = -A_{SS} \omega_S + A_{SR} \omega_R - A_{SA} (\omega_S + R_2 \omega_R)^2 + B_{SS} T_{BS} - B_{SR} T_{BR} + B_{SM} T_{M} - D_{SL},$$

$$\dot{\omega}_R = A_{RS} \omega_S - A_{RR} \omega_R - A_{RA} (\omega_S + R_2 \omega_R)^2 - B_{RS} T_{BS} - B_{RR} T_{BR} + B_{RM} T_{M} - D_{RL},$$

where

$$A_{SS} = \frac{J_{RR} C_S}{J_{SS} J_R - J_{SR}^2}, \quad A_{SR} = \frac{J_{SS} C_R}{J_{SS} J_R - J_{SR}^2}, \quad A_{SA} = \frac{\rho C_A \gamma_i (J_{BR} - J_{SR}) r_i}{2 (J_{SS} J_R - J_{SR}^2) \omega_i^3 (R_2 + 1)^2},$$

$$B_{SS} = \frac{J_{RR}}{J_{SS} J_R - J_{SR}^2}, \quad B_{SR} = \frac{J_{SR}}{J_{SS} J_R - J_{SR}^2}, \quad B_{SM} = \frac{J_{RR} - J_{SR}}{J_{SS} J_R - J_{SR}^2},$$

$$D_{SL} = \frac{(J_{RR} - J_{SR}) r_w m C_i}{i_{hi} (R_2 + 1)} \frac{J_{SR} T_{BF} - J_{RR} T_{SF}}{J_{SS} J_R - J_{SR}^2},$$

and

$$A_{RS} = \frac{J_{SR} C_S}{J_{SS} J_R - J_{SR}^2}, \quad A_{RR} = \frac{J_{SS} C_R}{J_{SS} J_R - J_{SR}^2}, \quad A_{RA} = \frac{\rho C_A \gamma_i (J_{BR} - J_{SR}) r_i}{2 (J_{SS} J_R - J_{SR}^2) \omega_i^3 (R_2 + 1)^2},$$

$$B_{RS} = \frac{J_{SR}}{J_{SS} J_R - J_{SR}^2}, \quad B_{RR} = \frac{J_{SS}}{J_{SS} J_R - J_{SR}^2}, \quad B_{BM} = \frac{J_{RR} - J_{SR}}{J_{SS} J_R - J_{SR}^2},$$

$$D_{BR} = \frac{(J_{RR} - J_{SR}) r_w m C_i}{i_{hi} (R_2 + 1)} \frac{J_{SR} T_{SF} - J_{SS} T_{BF}}{J_{SS} J_R - J_{SR}^2}.$$

We note that the brake torques $T_{BS}$, $T_{BR}$ can only be resisting, i.e. $T_{BS} \in \left[-|T_{BS}|_{\max}, 0\right]$ and $T_{BR} \in \left[-|T_{BR}|_{\max}, 0\right]$.
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